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1. (a) Discuss Vector Space Model. Why Vector Space Model generally considered a better retrieval model than Boolean model
  (15 marks)
(b) What is an inverted index and why is it a critical part of IR system.

Draw the Inverted Index that would be built for the document collection

DOC1: new home sales top forecasts

DOC2: home sales rise in july

DOC3: increase in home sales in july

DOC4: july new home sales rise




                                                                             (10 Marks)

OR

2. (a) What is the difference between Boolean retrieval and ranked retrieval? Why are most publicly available search engines using ranked retrieval
                                                                                                                                                                        .                                                                                                                (8 marks)




b) Write notes on pseudo relevance feedback and query expansion with  an example

.                                                                                                                               (8 marks)

c) Can Information Retrieval System be related to a Data Base Management System? Justify your answer with suitable example? Describe in detail about functional overview of an Information Retrieval System                       (9 marks)
3. 
a) How do data warehousing and online analytical processing relate to data  mining



                                                                    (8 marks)


b)How is data cube different from tables? explain with examples
      (10 marks)


c) Differentiate between ROLAP, MOLAP and HOLAP servers             (7 marks)
OR
4 a)Explain slice, dice, pivot operations on data cube with suitable examples

(10 marks)
b) Write notes on the following

i) Meta data

ii) Data Mart

iii) Fact constellations





(15 marks)

5 a) Explain supervised and unsupervised learning with an example    (9 marks)
b)  Explain regression analysis in data mining                              (8 marks)
c) List and describe five primitives in DMQL for specifying data mining tasks(8 marks)
OR

6 a) How do hierarchical clustering methods work?  Describe two types of hierarchical clustering methods



















(13marks)

   b)  A database has four transactions. Let min_sup=60% and min_conf=80%

    TID          date         items_bought

    T100     10/15/99     {K,A,D,B}

    T200      10/15/99     {D,A,C,E,B}

    T300      10/19/99      {C,A,B,E}

    T400       10/22/99     {B,A,D}





Find all frequent itemsets using Apriori and FP-growth  respectively. Compare the efficiency of the two mining processes 




(12marks)
7a) How do hierarchical clustering methods work. Describe two types of  hierarchical   clustering methods 





(15 marks)
.b) Explain rule based classification





(10 marks)



OR

8a) State Bayes theorm and discuss how Bayesian classifier works

(9 marks)

.b) Give k-means partitioning algorithm





(10 marks)

.c) Write notes on outlier analysis





(6 marks)
