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Answer all questions.

Any data, if required may be suitably assumed and clearly indicated.
1. a. Explain the different data mining functionalities.



      (11 marks)
b. What are the major issues in data mining?




        (8 marks)
c. What is binning? With a suitable example show the various binning methods for data 

     smoothing.








        (6 marks)
 


                
OR
2. a. What is data compression? What are the different methods for that?
        (8 marks)
b. What is data integration? What are the different types of data integration?      (7 marks)            c. Explain concept hierarchy generation .With a suitable example show how is it done 
for categorical data.






      (10 marks)
3. [image: image1.emf]A database has four transactions. Let min sup = 60% and min con f = 80%.
            a. At the granularity of item category (e.g., itemi could be “Milk”), for the following

rule template,
[image: image3.emf]
List the frequent k-itemset for the largest k, and all of the strong association rules                   (with their support s and confidence c) containing the frequent k-itemset for the                    largest k. 








     (15 marks)
[P.T.O.]
            b. At the granularity of brand-item category (e.g., itemi could be “Sunset-Milk”), for the 
                following rule template
                 [image: image2.emf]
                list the frequent k-itemset for the largest k (but do not print any rules).
     (10 marks)
                                                                   
OR
4. a.Briefly Explain selection, Crossover and mutation in Genetic Algorithms     (15 marks)
b. Explain correlation analysis with an example



     (10 marks)
5. a. Explain bagging and boosting . Write the algorithm for adaboost.   
     (10 marks)

            b. What is prediction ? What are the issues related to classification and prediction?











     (10 marks)

            c. How is classification done using Support vector machines.

       (5 marks)

                                                                 
OR

6. a. Explain with an example how classification is done using decision tree induction.
                                                                                                                         









      (15 marks)
      b. What is Bayes Theorem? Explain Bayesian Belief networks with a suitable example.











      (10 marks)

7. a. Explain density based clustering methods.




      (10 marks)
b. Explain grid based clustering method.




        (9 marks)
 c. Explain clustering high dimensional data.




        (6 marks)

                                                                 
OR

8. The following 6 objects ,each with two attributes are to be clustered: A1(4,6) , A2 (2,5), A3(9,3), A4(6,9), A5( 7,5), A6(5,7)

a. Show the distance matrix for the 6 objects using the Manhattan distance.      (5 marks)

b. Using the divisive method determine the two objects that should form the basis for splitting the above dataset.





      (10 marks)

c. Now split the dataset using the two objects identified in part(b) using the k- means method.








      (10 marks)
