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Answer all questions.

Any data, if required may be suitably assumed and clearly indicated.
1. a.   What is knowledge discovery? What is the role of data mining in the process of 
      Knowledge discovery? 






    (11 marks)
b. What are the major tasks in Data preprocessing?



      (7 marks)
c. Explain concept hierarchy generation .With a suitable example show how is it done 

for categorical data.






      (7 marks)
OR

2. a. What is data reduction? What are the different data reduction strategies?
     (10 marks)
b. What are the desirable properties of discovered knowledge?

       (8 marks)
c. Explain the different tasks in data cleaning.



       (7 marks)
      3. A database has five transactions. Let min sup = 60% and min con f = 80%.
[image: image2.emf]
(a) Find all frequent itemsets using Apriori and FP-growth, respectively. Compare the

      Efficiency of the two mining processes.




     (15 marks)
(b) List all of the strong association rules (with support s and confidence c) matching the
     following metarule, where X is a variable representing customers, and itemi denotes
[image: image1.emf]                 variables representing items (e.g., “A”, “B”, etc.):
 (10 marks)
[P.T.O.]

                                    
OR

    4. a. Explain task specific population initialization and seeding. 


(10 marks)
  b. Explain constraint based association mining. 



      (10 marks)

   c. What is fitness function and evaluation. 




        (5 marks)

   5. a. What is prediction ? What are the issues related to classification and prediction?
(10 marks)
       b. Write the algorithm for classification by decision tree induction .

        (8 marks)

       c. What is Bayes Theorem? Explain Naïve Bayes Classification.

        (7 marks)

                                                             
OR

 6. a. Explain rule based classification with an example.



      (10 marks)
     b.Explain linear regression and non linear regression.



      (10 marks)

     c. Define the terms sensitivity, specificity, accuracy, precision and write their equations.











       (5 marks)

7. a.  What is cluster analysis? What are its desired features?


     (11 marks)
   b. Write a brief note on various cluster analysis methods.



       (8 marks)
   c. Explain clustering high dimensional data.




       (7 marks)
                                                        

OR

8. Suppose that a data mining task is to cluster the following eight points (with (x,y)           representing locations) into three clusters.A1(4,6) , A2 (2,5) ,A3(9,3), A4(6,9), A5( 7,5), A6(5,7),      A7(2,2), A8(6,6).   Suppose initially we assign A1, A2 and A3 as the seeds of three clusters that     we wish to find.  Use the  K-means method to show:
a. The three cluster centroids after the first iteration using the Manhattan distance.

                                                                                                                       
      (10 marks)

b. The final three clusters.






      (15 marks)

