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Answer the following Questions

1.    a)  Write an algorithm for parsing a finite-state transducer using the pseudocode with an    example.Also specify the merits and demerits of this algorithm.(25)
                                                                     or

2. a) Explain the issues in computational morphology with suitable example.(20)
b) Discuss the applications of natural language processing (5)
3. a)Discuss language as a rule-based system. (13)


b)Discuss stochastic part-of-speech tagging.(12)

or
4. a) Write an algorithm for simple top-down parser with an example.(20)

b)Explain the five verb forms. (5)

5. a)Describe unification method with suitable examples. (13)

      b)Explain how unification is implemented .(12)

or

6. a) Discuss Lexicalized parsing ,probabilistic parsing and human parsing(25)

7. a) Between the words eat and find which would you expect to be more effective in selecting                                             

          restriction-based sense disambiguation .(20)

  b) Explain the application of semantics.(5)

or
8.  a) Describe the different types of semantic analysis with example.(25)

