



Department of Computer Science and Engineering
CS2303 Theory of Computation

UNIT-I AUTOMATA 

PART-A(2-MARKS) 
1. Define inductive proof. 

(Nov/Dec 2010)
2. State the differences between NFA and DFA. (Nov/Dec 2011)
3. What is the need for finite automata? 

4. What is a finite automaton? Give two examples.  (Nov/Dec 2012)
5. Define DFA. 

6. Explain how DFA process strings.  
7. Define transition diagram.  (Nov/Dec 2012)
8. Define transition table.        
9. State the Principle of induction. (Nov/Dec 2012)
10. Construct a finite automata that accepts {0,1}+.  
11. Give the DFA accepting the language over the alphabet 0,1 that have the set of all strings ending in 00.  (Nov/Dec 2010, 2012)
12. Give the DFA accepting the language over the alphabet 0,1 that have the set of all strings with three consecutive 0’s. 

13. Give the DFA accepting the language over the alphabet 0,1 that have the set of all strings with 110 as a substring. (Nov/Dec 2011)
14. Give the DFA accepting the language over the alphabet 0,1 that have the set of all strings whose 10th symbol from the right end is 1. 

15. Draw the transition diagram for an identifier.  (Nov/Dec2013)

16. What is structural induction (Nov/Dec 2011)

17. Give the DFA accepting the language over the alphabet 0,1 that have the set of  all strings such that each block of 5 consecutive symbol contains at least two 0’s. 

18. Give the DFA accepting the language over the alphabet 0,1 that have the set of all strings that either begins with 0 and ending with 1. (Nov/Dec 2012) 

19. Give the DFA accepting the language over the alphabet 0,1 that have the set of all strings such that the no of zero’s is divisible by 5 and the no of 1’s is divisible by 3. 

20. Define NFA. (Nov/Dec 2013)
Part B

1. a) Prove that If L is accepted by an NFA with ε-transition then show that L is accepted by an NFA without ε-transition. 




(Nov/Dec 2012, 2013)
b) Construct a DFA equivalent to the NFA.

M=({p,q,r},{0,1}, δ,p,{q,s})

Where δis defined in the following table.

	δ 
	0 
	1 

	p 
	{q,s} 
	{q} 

	q 
	{r} 
	{q,r} 

	r 
	{s} 
	{p} 

	s 
	-
	{p} 


2. a)Show that the set L={an bn/n>=1} is not a regular. (6) 
b)Construct a DFA equivalent to the NFA given below: (10) 

	
	0 
	1 

	p 
	{p,q} 
	p

	q 
	r 
	r

	r 
	s 
	-

	s 
	s 
	s


3. a) Construct a DFA accepting all strings w over {0,1} such that the number of 1’s in w is 3 mod 4. 
(Nov/Dec 2011)

    b) Construct an ε – NFA for the regular expression (a+b)*+(a*a+b)*ab*b.
4. a) Construct a minimized DFA from the regular expression (xy)x(x+y)* . trace for a string w = xxyx. (Nov/Dec 2011)

    b) Prove that if n is a positive integer such that n mod 4 is 2 or 3 then n is not a perfect square. (Nov/Dec 2012)

5. Construct a DFA that accepts the following language {x € {a,b} : [image: image2.png]x|



a = odd and [image: image4.png]x|



b = even. (Nov/Dec 2012)

6. a) Prove the equivalence of NFA and DFA using Subset Construction.

    b) Prove that If L is accepted by NFA, then there exists a DFA that accepts L

7. Give DFA accepting the following language over the alphabet.

1) Number of 1’s is a multiple of 3

2) Number of 1’s is not a multiple of 3

8. Prove that all natural numbers of the form n3 +3n are divisible by 3 using the principle of induction.
9.  Define Inductive proofs. Explain with proof on induction on integers for the theorem

For all n ≥ 0.   [image: image6.png]


        = [image: image8.png]n{nt1)(2n+1)
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10. Convert the following NFA to it’s equivalent DFA.

[image: image11.png]o1
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UNIT `-II REGULAR EXPRESSIONS AND LANGUAGES

PART-A 

1. Define Regular expression. Give an example. 

2. Differentiate Regular Expression and Regular Language. (Nov/Dec 2012)
3. Construct NFA equivalent to the regular expression (0+1)01

4. Is the set of strings over the alphabet {0} of the form on where n is not a prime is regular? Prove or disprove. (Nov/Dec 2011)

5. State Ardens Theorem
6. State the pumping lemma for Regular languages.  (Nov/Dec 2010,2013)

7. What are the operations of Regular Expressions.

8. Write the precedence of RE operators.

9. Construct the NFA for the Regular Expression aa*/bb* 
10. State the applications of Pumping Lemma.

11. Show that L={ap /p is a prime} is not regular.

12. State the closure properties of Regular language

13. Construct an NFA equivalent to the regular expression (0+1)* (00+11)(0+1)* 
14. What is a dead state?

15. Construct a DFA over ∑ = {a,b} which produces not more than 3 a’s. 

16. Show that the complement of a Regular language is also regular.

17. Prove that If L and M are rgular languages, then so is LUM.

18. Show that (r*)* = r* for a regular expression r.

19. What do you mean by Equivalent states in DFA

20. L={anbn/n≥1}.Prove that L is not regular.

PART-B 

1. Using Pumping Lemma  for the regular sets, prove that the language L = {am bn / m>n } is not regular.

2. State and explain the conversion DFA into Regular Expression using Ardens Theorem Illustrate with an example.

3. A) Prove any two Closure propertiesof regular sets.

b) Construct a minimized DFA that can be derived from the following regular expression 0*(01)(0/111)* 
4. Convert the following NFA into a regular expression

0,1
1

0+1

0,1

5. Using pumping Lemma for regular sets prove that the language

L = {0m 1n 0m+n / m≥1 and n≥1 } is not regular.

6. If L= L(A) for some DFA A, then there is a regular expression R sucvh that L = L(R). 

7. Construct a NFA for the regular expression (a/b)* abb and draw its equivalent DFA. 

8. Prove that Every language defined by a Regular Expression is also defined by Finite Automata.

9. Convert the following to a regular expression

	State/Input 
	a
	b

	1
	{2}
	{1}

	2
	{3}
	{1}

	3
	{3}
	{2}


10. Construct minimized DFA for the following table,

	State
	Input

	
	A
	b

	→A

B

C

D

*E
	B

B

B

B

B
	C

D

C

E

C
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